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Abstract – The statistical data of biomedical object is very important input information for medical diagnostics or/and anatomical pathology research. The approach for this data extraction is photo survey of biomedicine object and next image processing, based on image segmentation. For image segmentation methods of pattern recognition can be used. In the present research, the authors implement different methods for extracting the statistical data from images. The experimental results show the efficiency of the selected methods and proposed modification.
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I. INTRODUCTION

The use of image processing methods for medical diagnostics is an important scientific problem. The present paper is continuation of research that is described in [1]. Calcific aortic valve disease (CAVD) is an abnormal process that affects aortic valve leaflets characterised by progressive calcium deposition in the middle layer of the valve. More than 26% of adults at the age of 65 and 48% at the age of 85 have CAVD. The pathologic process is very complex and includes activation of inflammatory signalling pathways, including the complement system, tumour necrosis factor α (TNFα), C-reactive protein, interleukin 1, tumour growth factor β (TGFβ) [2].

The therapeutics methods, excluding surgery, are very limited and have a little effect. The surgery methods include conventional aortic valve replacement (CAVR) and transcatheter aortic valve replacement (TAVR) for patients with a high operative risk [3], [6]. Transthoracic echocardiography is a routine medical technique and at the same time is a key technique that is used to confirm CAVD. For more detailed aortic valve visualisation, multislice computed tomography (CT) and magnetic resonance imaging (MRI) are used [5]. The quantity and location of calcification are important parameters to predict mortality, morbidity and complications after TAVR [4].

After CAVR it is possible to use numbers of techniques to research the aortic valve. In the present research, our aim was to score the calcification area in the post-CAVR aortic valve.

There is growing interest in the detection and quantification of AVC. Detection and accurate quantification of AVC may be important for diagnostics, prognostics, and research applications [3]. For example, AVC is strongly associated with paravalvular regurgitation after Transcatheter aortic valve replacement [5]. Our aim was to score the calcification area in the postoperative aortic valve.

II. IMPLEMENTED METHODS

In order to solve the task of image segmentation, methods of object recognition (classification) were used in the present research. The same approach was used in [1].

In this paper, the objects of classification were sets of image pixels described in the RGB colour system.

\[ A_i = (R_i, G_i, B_i). \]  

(1)

Two methods of object recognition were used: “Template Matching” and “k Nearest-Neighbours” method (or “Fix-Hodges method”) [10], [11]). In those studies, the modification of “k Nearest-Neighbours” method was proposed. The method “Template Matching” [12], [13] for our task is described in [1].

A. Method “k Nearest-Neighbours”

Method “k Nearest-Neighbours” or Fix-Hodges method [14], [15] is also a classification method, which in this paper was used for the purpose of image segmentation. The geometric interpretation of the method as used in the present research is illustrated in Fig. 1.

![Fig. 1. The geometric interpretation of “k Nearest-Neighbours” method.](image)

When using this method, a consecutive analysis is conducted for each image pixel, where the class affiliation for the pixel is unknown. The method consists of the following steps:

In the beginning, the distances (in RGB space) between the examined pixel and each object in the learning set are calculated:
\[ d_i^p = |A_0 - A_i^p|, \]  \hspace{1cm} (2) 

where:
\( A_0 \) – the examined object;
\( A_i^p \) – object \( i \) of class \( p \);
\( p \) – class number;
\( i \) – number of the object in class \( p \).

Afterwards, in each class the minimal distance to the examined object is calculated, the search for the examined object’s nearest neighbour from the class objects:

\[ d_{kn}^p = \min(d_{k}^{p0}, d_{k}^{p1}, ...) \]. \hspace{1cm} (3)

The decision about the affiliation of the examined object \( A_0 \) to the specific class is made by finding the minimal distance to the nearest neighbour in each class, i.e. the object belongs to class \( p \), if one of its object’s distance to the examined object is minimal:

\[ \text{if } \left( d_{kn}^p = \min(d_{k}^{p0}, d_{k}^{p1}, ...) \right) \text{ then } A_0 \in \text{Class}_p. \] \hspace{1cm} (4)

The “k Nearest-Neighbours” method implements piecewise linear partition of the attribute space, which allows using this method as the approximation of the non-linear partition of attribute space.

\section*{B. Used Distance Metrics}

As seen from (5), the methods of classification are based on using distances between objects in 3D space of RGB colour system. Different metrics \cite{17} can be used to calculate these distances. In the present research, Euclidean distance \cite{17} was used. Let there be two points \( A_1 \) and \( A_2 \) in RGB colour space. The coordinates of the points are calculated using (5). In this case, the distance between these two points when using Euclidean metric can be calculated as follows:

\[ d_{\text{Eucl}} = \sqrt{(R_1 - R_2)^2 + (G_1 - G_2)^2 + (B_1 - B_2)^2}. \] \hspace{1cm} (5)

\section*{III. PROPOSED MODIFICATION}

To decrease the time segmentation, this paper proposed modification of the \( k \)-nearest neighbours algorithm. The main idea of the proposed modification is reduction of objects in the class \( p \). The set of known objects class \( p \) is subdivided into several subclasses. Then, in each of the subclasses a template is computed. A set of received templates of subclasses creates a new class for use in the \( k \)-nearest neighbours algorithm.

The implementation of the proposed modification consists of the following steps: assigning additional parameter \( t \) to objects of the test class and the subsequent division into subsets. Described parts can be implemented consistently throughout the following steps.

\textbf{Step 1:} in the test class two objects with the maximum distance between them are selected. Let us describe these points as \( p_i \) and \( p_j \).

\textbf{Step 2:} Translation of all objects of test class so that point \( p_i \) coincides with the origin (the point \( (0, 0, 0) \)). The translation matrix can be described as follows:

\[ [T] = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
-p_{s,R} & -p_{s,G} & -p_{s,B} & 1
\end{bmatrix}. \] \hspace{1cm} (6)

Figure 2 illustrates this case.

\textbf{Step 3:} the rotation of the test object class so that the line segment \( p_i - p_j \) coincides with one of the coordinate axes. In the experimental part of this paper, the rotation axis is applied to coordinate \( Ob \). In this case, the complex rotation by two simple rotations is implemented: the first rotation is around the \( Or \) axis, and the second rotation is around the \( Ob \) axis.

The rotation matrix around the \( Or \) axis is as follows:

\[ [R_z] = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \cos(\alpha) & \sin(\alpha) & 0 \\
0 & -\sin(\alpha) & \cos(\alpha) & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}. \] \hspace{1cm} (7)

where:

\[ \cos(\alpha) = \frac{p_{j,B}}{\sqrt{p_{j,G}^2 + p_{j,B}^2}}. \] \hspace{1cm} (8)

and

\[ \sin(\alpha) = \frac{p_{j,G}}{\sqrt{p_{j,G}^2 + p_{j,B}^2}}. \] \hspace{1cm} (9)

Taking to consideration that the rotation about the \( Oz \) axis takes a negative direction, the rotation matrix is as follows:
Step 4: The scaling of the test class by Ob axis. Scaling matrix in this case takes the form:

$$[S_p] = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 / p_{f,B} & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}.$$  \hspace{1cm} (13)

Figure 4 illustrates this case.

The scaling result is normalization of test class along Ob axes, coordinate B values in the objects of class are in the range [0.0; 10]. This case is shown in Fig. 5.

Thus, it can assign the value of additional parameter $t$ for the test object class using condition:

$$t_i = p_{f,B}.$$  \hspace{1cm} (14)

Step 5: Splitting a set of objects on a subset of the test class as shown in Fig. 6.

For class $p$ splitting into subsets, the value of parameter $t$ is used:

$$N = \frac{t_i}{S}.$$  \hspace{1cm} (15)
where:
\( N \) – number of the subsets which include the \( i \)-th object from class \( p \);
\( t_i \) – value of parameter \( t \) of \( i \)-th object in class \( p \);
\( S \) – number of subsets for which test class \( p \) is spitted.

**Step 6:** Calculating template values in each subset as shown in Fig. 7.

Thus, new objects were obtained to create a class for use in the method “\( k \) Nearest-Neighbours”.

**IV. EXPERIMENTAL RESULTS**

Thus, the first task of the experimental part of research was the task of photographic shooting.

**A. Photo Shooting of Biopsy Objects**

In the experimental part of the research, biomedical object photo shoot was applied across the light. Fig. 6 shows the scheme of photo shooting. Fig. 8 demonstrates the shooting scheme that consists of:
1. photo camera;
2. glass bowl;
3. saline solution (\( \text{NaCl} \));
4. biological object (aortic valve);
5. paper;
6. LED light source.

The result of photo shooting was 6 photo images of heart valve.

**B. Photo Image Segmentation and Statistic Data Extraction**

For experiments 6 biomedical objects were accessible. The first step was the photo survey of objects. For statistical data extraction, the following input data were used:
- 6 aortic heart valve photographs;
- 6 template segmentation images.

The input images are shown in Table I.

<table>
<thead>
<tr>
<th>TABLE I</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>INPUT IMAGES FOR SEGMENTATION</strong></td>
</tr>
<tr>
<td>1)</td>
</tr>
<tr>
<td>2)</td>
</tr>
<tr>
<td>3)</td>
</tr>
<tr>
<td>4)</td>
</tr>
<tr>
<td>5)</td>
</tr>
<tr>
<td>6)</td>
</tr>
</tbody>
</table>
In make the methods “Template Matching” and “k Nearest-Neighbours” work properly, it is necessary to use images of the start values (segment map). An example of such a segment map for the input images is shown in Fig. 9.

![Fig. 9. The example of start segment images.](image)

The testing was performed at two stages. The first stage was the segmentation of 6 input images based on 6 segment maps (each input image has its own respective segment map). Each image was processed with three different segmentation methods: “Template Matching” method, “k Nearest-Neighbour” method and modified “k Nearest-Neighbour” method.

The second stage of testing implied calculating the number of pixels in the segmented regions of interest as well as the percentile correlation of these regions. In practice, two classes of segments were examined – the pathological tissue and the macroscopically unchanged tissue [1].

The first experiment was the segmentation of input images based on the segment map using the method “Template Matching” with Euclidean metric. The statistical results are shown in Table II.

### TABLE II
**statistical data of segmentation using the “template matching” method**

<table>
<thead>
<tr>
<th>Object</th>
<th>Sample</th>
<th>Segmentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td>1 class, %</td>
<td>2 class, %</td>
</tr>
<tr>
<td>1</td>
<td>80.011</td>
<td>19.989</td>
</tr>
<tr>
<td>2</td>
<td>57.705</td>
<td>42.295</td>
</tr>
<tr>
<td>3</td>
<td>76.684</td>
<td>23.316</td>
</tr>
<tr>
<td>4</td>
<td>75.746</td>
<td>24.254</td>
</tr>
<tr>
<td>5</td>
<td>64.586</td>
<td>35.414</td>
</tr>
<tr>
<td>6</td>
<td>70.308</td>
<td>29.692</td>
</tr>
</tbody>
</table>

As seen from Table II, the use of “Template Matching” method and Euclidean metric gives a not-so-good result in terms of precision (less than 5% difference) only in 1 out of 6 objects (16.7%).

The second experiment performed on the images was the segmentation of input images based on the segment map using the unmodified method “k Nearest-Neighbours” with Euclidean metric. The input data were the same as in the first experiment. The statistical results for the third experiment are shown in Table III.

### TABLE III
**statistical data of segmentation using unmodified “k Nearest-Neighbours” method**

<table>
<thead>
<tr>
<th>Object</th>
<th>Sample</th>
<th>Segmentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td>1 class, %</td>
<td>2 class, %</td>
</tr>
<tr>
<td>1</td>
<td>80.011</td>
<td>19.989</td>
</tr>
<tr>
<td>2</td>
<td>57.705</td>
<td>42.295</td>
</tr>
<tr>
<td>3</td>
<td>76.684</td>
<td>23.316</td>
</tr>
<tr>
<td>4</td>
<td>75.746</td>
<td>24.254</td>
</tr>
<tr>
<td>5</td>
<td>64.586</td>
<td>35.414</td>
</tr>
<tr>
<td>6</td>
<td>70.308</td>
<td>29.692</td>
</tr>
</tbody>
</table>

As seen from Table III, the use of “k Nearest-Neighbours” method and Euclidean metric gives a good result in terms of precision (less than 5% difference) in 5 out of 6 objects (83.3%).

The third experiment performed on the images was the segmentation of input images based on the segment map using the modified method “k Nearest-Neighbours” with Euclidean metric. The input data were the same as in the first two experiments. The statistical results for the third experiment are shown in Table IV.

### TABLE IV
**statistical data of segmentation using the modified “k Nearest-Neighbours” method**

<table>
<thead>
<tr>
<th>Object</th>
<th>Sample</th>
<th>Segmentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td>1 class, %</td>
<td>2 class, %</td>
</tr>
<tr>
<td>1</td>
<td>80.011</td>
<td>19.989</td>
</tr>
<tr>
<td>2</td>
<td>57.705</td>
<td>42.295</td>
</tr>
<tr>
<td>3</td>
<td>76.684</td>
<td>23.316</td>
</tr>
<tr>
<td>4</td>
<td>75.746</td>
<td>24.254</td>
</tr>
<tr>
<td>5</td>
<td>64.586</td>
<td>35.414</td>
</tr>
<tr>
<td>6</td>
<td>70.308</td>
<td>29.692</td>
</tr>
</tbody>
</table>

As seen from Table IV, the use of modified “k Nearest-Neighbours” method gives the best result in terms of precision (less than 5% difference) in 6 out of 6 objects (83.3%).

In Table V, the time of segmentation in experiments is given. As seen from Table V, the use of modified “k Nearest-Neighbours” method gives a good result in terms of segmentation time.
V. RESULTS AND CONCLUSION

Some pattern recognition methods (“Template Matching” method and method of “k Nearest-Neighbours”) were implemented in the present research in order to solve the task of image semi-automatic segmentation.

After a series of experiments it was concluded that:

- the method of “k Nearest-Neighbours” provided a more precise result than the “Template matching” method;
- the modification of “k Nearest-Neighbours” methods gave a better result by segmentation time.

It could also be noted that the method of “k Nearest-Neighbours” required more time for full segmentation (up to 3 minutes) when compared to “Template Matching” method (up to 0.1 seconds).

The segmentation time by modified “k Nearest-Neighbours” methods was approximately equivalent to “Template Matching” method (up to 0.6 seconds).

A manual method of segmentation (by analogy [1]) was also applied in order to obtain the sample results for experiments.
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TABLE VI

<table>
<thead>
<tr>
<th>No.</th>
<th>Sample segmentation</th>
<th>“Template Matching” method</th>
<th>Method of “k Nearest-Neighbours”</th>
<th>Proposed modification of “k Nearest-Neighbours” method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><img src="https://via.placeholder.com/150" alt="Image 1" /></td>
<td><img src="https://via.placeholder.com/150" alt="Image 2" /></td>
<td><img src="https://via.placeholder.com/150" alt="Image 3" /></td>
<td><img src="https://via.placeholder.com/150" alt="Image 4" /></td>
</tr>
</tbody>
</table>
Sisojevs Aleksandrs, Starinskis Rihards. Biomedicīnas objektu ātras statistisko datu ieguves pieceja

Biomedicīnas objektu statistiskie dati ir svarīga informācija medicīnas diagnotiskā un biomedicīnas pētījumos. Tādā veidā no medicīnas prakses viedokla datu iegūšanas uzdevums ir aktuāls (piemēram, aortas vārstu slīpību diagnotiskā un/vai patologanatomiskos pētījumos). Šajā darbā tiek apskatīts statistisko datu iegūšanas uzdevums no sirds vārstu fotografiskiem attēliem, precīzi, aortas vārstu (Valva aortae) attēliem, kas uzņemti pēc ķirurgiskām operācijām.

Александр Сысоев, Рихард Старинский. Подход к быстрому извлечению статистических данных биомедицинских объектов

Статистические данные биомедицинских объектов являются важной информацией для проведения медицинской диагностики и биомедицинских исследований. Таким образом, задача извлечения таких данных является актуальной с точки зрения медицинской практики (например, диагностика заболеваний и/или пататологоматические исследования сердечных клапанов). В настоящей работе рассматривается задача получения статистических данных из фотоизображений сердечных клапанов, а именно – аортальных клапанов (Valva aortae), извлеченных в процессе хирургических операций.

Решение этой задачи разделено на три этапа. Первый этап – фотосъёмка имеющихся биомедицинских объектов с применением сквозного света. Второй этап заключается в сегментации фотоизображений, полученных на первом этапе. Для решения этой задачи в данной работе применены два известных метода распознавания образов: “сравнение с эталоном” и “к ближайших соседей”. В рамках работы предложена также модификация метода “к ближайших соседей”, позволяющая значительно ускорить сегментацию. На третьем этапе проводится подсчет размера интересующих сегментов с последующим расчётом процентного соотношения интересующих зон. Для проверки эффективности как описанных методов, так и предложенной в рамках работы модификации, эти методы были реализованы и проверены на примере фотографических изображений шести аортальных клапанов. В экспериментальной части время сегментации уменьшилось приблизительно в 300 раз. Результаты проведённых экспериментов показали эффективность выбранных методов в решении практической задачи (в 83,3% случаев результаты сегментации без мануальной коррекции давали погрешность менее 5%).